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Executive Summary 

 The Global Positioning System (GPS) system is popularly used in an outdoor 

environment. A GPS tracking system usually displays the location of a moving object on a 

digital map. It is difficult to realize its actual situation without visual information. Therefore, 

cameras are incorporated with a GPS in order to provide a new GPS-based visual tracking 

service (GPS-VT). The tracking of an object with a GPS receiver can be performed not only 

on the digital map but also on the real-time camera image. GPS-VT was proposed in our 

previous study. It relies on the camera calibration for the transformation from a GPS 

coordinate to the coordinate on the camera image. Five point correspondences, i.e., a GPS 

coordinate and its corresponding image coordinate, must be established to generate the 

intrinsic and extrinsic parameters of the camera needed for coordinate transformation. There 

are two drawbacks in calibrating a camera. One is the difficulty in establishing five point 

correspondences manually for an uncalibrated camera. The other is the inconvenience of 

recalibrating a calibrated camera after adjusting its field-of-view (FOV). In this paper, an 

automatic calibration method and a rectification method are proposed to overcome separately 

the above-mentioned drawbacks. For an uncalibrated camera, the GPS moving vectors of the 

operator are matched with those moving vectors of objects in the camera image to locate the 
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operator. The operator simply walks to five different locations and the point correspondences 

can be established automatically. For the rectification of a calibrated camera, two sets of 

feature points are extracted separately from the images before and after the adjustment of the 

FOV. The correlations of feature points of two images are analyzed by using a normal cross 

correlation (NCC) method to obtain the offsets of the adjustment in x and y directions. The 

offsets are used to rectify the image coordinate transformed from the GPS coordinate. Two 

experiments were also designed for both methods separately. For an uncalibrated camera, the 

locating errors are estimated and compared for the five point correspondences that are 

established manually or automatically. The difference in locating errors of manual and 

automatic calibration only totaled 2.6 pixels. The results show that the accuracy of the 

automatic calibration method is almost the same as that of the manual calibration. For the 

rectification of a calibrated camera, the differences in locating errors are estimated for 

various adjustment offsets in x and y directions. The errors of the proposed method totaled 

less than five pixels for the adjustment up to 200 pixels, without recalibrating the camera. The 

tests show that the result of the rectification method is close to that of manual calibration. 

Therefore, the two proposed methods overcome the problems of using the GPS-VT in an 

actual environment. 

Keywords: camera calibration, visual tracking, global positioning system, motion detection, 

feature point matching. 
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1. Introduction 

The Global Positioning System (GPS) is popularly used in the outdoor environment. The 

positioning error of a differential GPS (DGPS) receiver can be less than a few meters. 

Currently, the GPS is widely used for various kinds of services, such as car navigation, 

tracking of children and the elderly, and so on. In general, the GPS coordinates of an object 

are displayed on the digital map. However, determining the actual situation of the object 

simply based on the mark on the map is insufficient. On the other hand, cameras are widely 

deployed in the streets and community, or even in certain homes, especially in urban areas. 

Visual information is very important and helpful for realizing the actual situation of an object. 

Therefore, cameras were incorporated with GPS to provide a new GPS-based visual tracking 

(GPS-VT) service in the previous study
1
. When an object moves into the field-of-view (FOV) 

of a camera, it is not only displayed on the digital map, but also marked in the real-time 

camera image. 

In order to provide a GPS-VT service, camera calibration is an important step. In general, 

calibration methods can be roughly classified into three categories: calibration pattern, 

self-calibration, and special techniques
2-4

. The method based on calibration patterns requires a 

calibration object with a known 3D geometry. The intrinsic parameters of a camera are 

estimated by observing the object. For example, M. Wilczkowiak et al. proposed a calibration 

method based on the parallelepiped in the camera image
5
. 

The self-calibration method does not need prior knowledge of the 3D to 2D 

correspondences. When the intrinsic parameters are initialized, the extrinsic parameters can be 

estimated from the multiple views acquired by moving the camera. For example, F. Lv et al. 

proposed a calibration method by using a walking human
6
. When there is no static structure 

available in the camera image, the method is useful for completing the camera calibration.  

For a calibration method using a special technique, it depends on some specific features 



 4 

in the scene for camera calibration. For example, R. I. Hartley
7
 as well as J. M. Frahm and R. 

Koch
8
 proposed a method using three different images taken from the same point in space 

with different orientations of the camera. Z. Zhang proposed a calibration method from 

perspective views of daylight shadows in a scene that gives only minimal geometric 

information determined from the images
9
. 

In our previous study, the camera calibration was modified from the method proposed by 

R. Y. Tsai
10-12

, which belongs to the first category of calibration pattern. The prototype of the 

GPS-VT service, called GODTA (GPS-based Object Detection and Tracking Approach), was 

implemented to demonstrate that GODTA is feasible in an actual environment. However, two 

drawbacks still exist in camera calibration when applied to the large number of cameras 

deployed in the public area. One is the trouble in establishing the five point correspondences 

needed for calibrating an uncalibrated camera. The other is the recalibration overhead when 

adjusting the FOV of a calibrated camera. Therefore, in this paper an automatic calibration 

method and a rectification method are proposed for overcoming these drawbacks.  

The remainder of the paper is organized as follows. Section 2 presents the camera 

calibration principle and the prototype, i.e., GODTA, of GPS-VT service; Section 3 presents 

the calibration and rectification method; Section 4 presents the experimental study; and 

Section 5 presents the conclusion and suggestions for future work. 

 

2. The principle and prototype of GODTA 

Tsai’s primitive calibration method requires five point correspondences. One 

correspondence consists of one three-dimensional world coordinate in conjunction with the 

corresponding two-dimensional image coordinate. Five point correspondences are needed to 

estimate the intrinsic and extrinsic parameters, including the focal length (f), translation (T) 

and rotation (R) matrices.  
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The coordinate acquired from the GPS receiver is in a DMS (degree, minute, second) 

format. It cannot be directly used as the world coordinate in Tsai’s method. Therefore, the 

coordinate in the DMS format is transformed to the format of the WGS84 (World Geodetic 

System 1984) coordinate system. The WGS84 coordinate is transformed to a TM2 (2-degree 

Transverse Mercator) coordinate which is popularly used in digital mapping. Therefore, one 

point correspondence used in GODTA consists of one TM2 coordinate and the corresponding 

image coordinate. The matrices T and R are shown in Eq. (1). For a new TM2 

coordinate,  ',',' zyx , the corresponding image coordinate,  ',' vu , can be computed by using 

Eq. (2).  
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The prototype of GODTA is shown in Fig. 1. The location of an object can be displayed 

on a digital map and the object can be marked simultaneously on the real-time camera image. 

The real-time image on the right-hand side is easier to realize the actual situation of the 

moving object than a red dot on the digital map. The inaccuracy of GPS coordinates means 

that the transformed image coordinate cannot match the object location precisely. Some 

moving object detection techniques can be integrated into GODTA to mark the object with 

greater precision.   
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Figure 1: The screen shot of GODTA 

 

3. Calibration and Rectification Methods 

When the number of cameras is large, the camera calibration becomes a troublesome 

problem. It is necessary to increase the efficiency of the calibration procedure. There are two 

situations confronting camera calibration. One is to calibrate a new, i.e., uncalibrated, camera. 

The other is to re-calibrate a camera when its FOV is adjusted. Therefore, an automatic 

calibration method and a rectification method are designed for each of the above situations. 

They are presented in the following subsections. 

3.1 The calibration method of a new camera 

For the manual camera calibration in the previous study, two operators are needed to 

acquire the five point correspondences. The first operator carries the GPS receiver and walks 

into FOV of the camera. The second operator monitors the real-time camera image to record 

the image coordinate and the corresponding TM2 coordinate manually when the first operator 

is still. Obviously, the above procedure is time-consuming and should be automated.  

In order to automate the above procedure, locating the operator is the first and primary 
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task. The TM2 coordinates of the operator are matched with those moving objects in the 

camera image. However, the camera is unable to recognize the location or direction of the 

operator according to his/her TM2 coordinates before the camera calibration. Therefore, the 

vector angles (VAs) of successive moving vectors formed by the TM2 coordinates are 

matched with those formed by the image coordinates of moving objects. The principle is 

described by an example, as shown in Fig. 2. There are three curves of VAs in the figure. Two 

curves represent the VAs of TM2 and image coordinates of the operator. The third curve 

represents the VA of an unknown object. The maximum VA is 180 degrees. When an object 

moves in a straight line, the VA approaches zero degrees. Conversely, a large VA is found 

when the object turns around. By observing these three curves, the operator turns around 

twice and causes two peaks in the curves. The curves of VAs formed by TM2 coordinate and 

image coordinates have similar peaks, but cannot be found on the curve of the unknown 

object. According to these observations, the operator can be located by filtering out those 

moving objects not having a similar situation when the turnaround of TM2 coordinates is 

found. 
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Figure 2: An example of VA curves 

When the operator is located, s/he has to walk to five different locations and stop for a 
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while. Five point correspondences can be recorded automatically and the calibration 

procedure is finished. 

3.2 The rectification method of a calibrated camera 

The adjustment of a calibrated camera is possible in order to obtain a better FOV. It 

invalidates the original five point correspondences. Therefore, a rectification method is 

designed in order to avoid the recalibration overhead for obtaining new point correspondences. 

The adjustment causes a displacement between the original image coordinates and latest one. 

Therefore, if the displacement of the image coordinate can be estimated, it can be used to 

rectify the original image coordinate. The rectification is based on the camera images 

captured before and after the adjustment. Two steps of the image mosaicing technique 

proposed by J. W. Hsieh are also used to estimate the displacement
13

, the feature extraction 

and correspondence establishment. The original image (i.e., before the adjustment of FOV,) 

and the adjusted image are processed to extract the feature points. Two set of feature points 

are matched to establish their correspondence. The average displacement in the x-y-axis can 

be computed from all the correspondence. The displacement is used to revise the image 

coordinate transformed from the TM2 coordinate. 

An example of feature extraction and correspondence establishment is shown in Fig. 3; 

the images in Figs. 3(a) and (b) are the original and adjusted image, respectively. The 

extracted feature points of two images are marked in white dots. Several correspondence 

points are found in common in both images. Every correspondence is labeled by the same 

number on both images, as shown in the figures. The average displacement of these 

correspondences is used to rectify the image coordinate. It is unnecessary to recalibrate the 

camera.  
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(a)                                   (b) 

Figure 3: An example of feature point extraction and correspondence establishment (a) 

original image (b) adjusted image 

 

4. Experimental Studies 

Two separate experiments are designed for the automatic calibration and rectification 

methods in order to evaluate their accuracy and efficiency.  

4.1  Experiments with an uncalibrated camera 

Experiments are designed to estimate the performance of the automatic calibration 

method, including the locating time of the operator, the locating successful rate, and the 

accuracy of the established five point correspondences. Three tools were implemented for the 

experiment. One is a client tool used by the operator for sending TM2 coordinates and 

acknowledging the calibration results. Another is a server tool for matching TM2 and image 

coordinates and establishing the five point correspondences. The third is a verification tool for 

evaluating the accuracy of the established five point correspondences. 

The screen shots of the three tools are shown in Fig. 4. In Fig. 4(a), the real-time camera 

image is shown in the upper-left part. The image coordinates of moving objects and the 

received TM2 coordinates are listed in the lower-left part. When the operator is located by 

matching the TM2 and image coordinates, its image is shown in the upper-right part. The 
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operator walks to five different locations, and the five point correspondences are established 

in turn, and shown on the right-hand side. In Figure 4(b), the client tool sends the TM2 

coordinate to the server tool every second after clicking the “Start” button. When one point 

correspondence is generated by the server tool, it is transmitted to the client tool for the 

confirmation of the operator. The operator can restart the calibration procedure if the 

established point correspondence is not satisfactory. In Figure 4(c), the tool loads a set of 

testing images and the corresponding TM2 coordinate. One of the testing images is shown on 

the left-hand side. All the image coordinates transformed from the TM2 coordinates are listed 

on the right-hand side. A red circle, whose center is at the image coordinate transformed from 

the corresponding TM2 coordinate, is depicted on the testing image. The transformation is 

performed based on manual and automatic five point correspondences, separately, in order to 

evaluate the accuracy of the proposed method. 

   

(a)                     (b)                    (c) 

Figure 4: Screen shots of three tools (a) server tool (b) client tool (c) verification tool  

 By using the above tools, two results are used to evaluate the performance of the 

automatic calibration method. One is the elapsed time and successful rate of the server tool in 

locating the operator under various numbers of moving objects. The other is the locating error 

(LE) of the established five point correspondences. LE is the Euclidean distance between the 

actual coordinate and the center of the circle in Figure 4(c). After the experiments, the 
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operator is located successfully 86 times among 105 tested. The successful location rate is 

81.9 percent. The number of moving objects ranges from several to 50 persons. The server 

can still successfully locate the operator most of the time among 50 persons. The elapsed time 

on locating the operator is from 5 to 21 sec. The average time is 11.4 sec. It means the server 

tool can locate the operator within a short period. 

For the second result of the LE, 30 testing images and the corresponding TM2 

coordinates are used to compute the LE for the five point correspondences acquired manually 

or automatically. The average LE is 13.6 and 16.2 pixels for manual and automatic calibration, 

respectively. The difference of LE is only 2.6 pixels. It means that the accuracy of the 

proposed automatic calibration method is close to the manual calibration method. 

 

4.2 The experiment with a calibrated camera 

In this experiment, the FOV of a calibrated camera is adjusted in up, down, left, and right 

directions, separately. The adjustments are from 40 to 200 for every 40 pixels. The average 

LE of six testing locations is computed to evaluate the rectification method. The average LE 

is compared with that of manual calibration. The experimental results are depicted in Fig. 5. 

The y-axis represents LE difference, i.e., the difference of two average LEs based on 

rectification and manual calibration. The x-axis represents the values of left/right or up/down 

adjustment. Two curves show that the LE difference is less than three and five pixels for 

up/down and left/right adjustment, respectively. It means that the rectification method can 

provide enough accuracy without recalibrating the camera. 
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Figure 5: The experimental results of the adjustment of a calibrated camera 

 

5. Conclusion and Future Work 

In this study, an automatic calibration method and a rectification method are proposed 

separately for overcoming the problems in calibrating a new or calibrated camera. For the 

calibration of a new camera, a server tool can locate the operator among moving objects in the 

camera image according to the real-time GPS coordinates. Then the operator can move to five 

different locations to set the desired five point correspondences. A client tool is also designed 

for the operator to confirm every point of correspondence. The experimental results of the 

verification tool also show that the accuracy of the automatic calibration method is very close 

to that of manual calibration. That is, the proposed calibration method can overcome the 

inconvenience of manual calibration. 

On the other hand, when a calibrated camera is adjusted manually, a rectification method 

is also designed based on the images before and after the adjustment. The feature points of 

two images are extracted and matched by using normalized cross correlation (NCC) to 

compute the displacement of two images. The displacement is then used to rectify the image 

coordinates transformed from the TM2 coordinates. The experimental results show that the 

LE difference is lowered within a few pixels under the adjustment up to 200 pixels. It means 
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that the rectification method is useful to avoid the overhead of camera recalibration. 

 Two methods proposed in this paper are helpful in fulfilling the GPS-VT service in the 

practical environment. In our future work, GPS-VT service will be applied to track vehicles 

and will be operated via the active camera, i.e., pan/tilt/zoom (PTZ) camera, to provide a 

complete GPS-based visual tracking service.  
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