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EEC484 Midterm#1 Results
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EEC584 Midterm#1 Results
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EEC584 Midterm#1 Results
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Network Layer

Main concern: end-to-end transmission
Perhaps over many hops at intermediate nodes

Network Layer Design Issues
Services Provided to the Transport Layer

− Routing
− Congestion control
− Internetworking – connection of multiple networks

Goals – services should
− Be independent of subnet technologies
− Shield transport layer from number, type, topology of subnets
− Uniform network addresses across LAN/WAN
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Connectionless Service
Routing within a 
datagram subnet

Router has table telling 
which outgoing line to 
use for each possible 
destination router
Each datagram has full 
destination address
When packet arrives, 
router looks up outgoing 
line to use and transmits 
packet
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Connection-Oriented Service
Routing within a virtual-circuit subnet - Each router 
must remember where to forward packets for each 
currently open Virtual Circuit (VC) passing through it

Each router must maintain a table with one entry per open VC
Each packet must contain VC number field in its header
Router must forward packet to correct router based on 

− Line on which it arrived and VC number
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Connection-Oriented Service

Problem: each machine chooses VC number 
independently when connection set up

Same VC number is likely on two different paths through 
same intermediate router

Solution: to create new outbound virtual circuit, 
choose lowest circuit number not in use and overwrite 
circuit number in set up packet with that number
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Connection-Oriented Service
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Comparison of Virtual-Circuit 
and Datagram Subnets
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Routing Algorithms

Desirable properties
Correctness, simplicity
Robustness to faults
Stability – converge to equilibrium
Fairness and optimality – hard to achieve both

Two classes
Non-adaptive (static) - Route computed in advance, off-
line, downloaded to routers
Adaptive (dynamic) - Route based on measurements or 
estimates of current traffic and topology
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Routing Algorithms
The Optimality Principle
Shortest Path Routing
Flooding
Distance Vector Routing
Link State Routing
Hierarchical Routing
Broadcast Routing
Multicast Routing
Routing for Mobile Hosts
Routing in Ad Hoc Networks
Node Lookup in Peer-to-Peer Networks (skip)
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The Optimality Principle
Optimality principle – if router J is on the optimal path from 
router I to router K, then the optimal path from J to K also 
falls along the same route
Sink tree – the set of optimal routes from all sources to a 
given destination form a tree rooted at the destination

A subnet A sink tree for router B
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Shortest Path Routing
Shortest in what sense?

Number of hops, geographical distance, least queueing and 
transmission delay

Dijkstra’s Algorithm
Each node labeled with distance from source node along best 
known path
Initially, no paths known all nodes labeled with infinity
As algorithm proceeds, labels may change reflecting shortest 
path
Label may be tentative or permanent, initially, all tentative
When label represents shortest path from source to node, 
label becomes permanent

Shortest Path Routing
Steps computing the shortest path from A to D, using 
Dijkstra’s algorithm.  The arrows indicate the 
working node.
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Flooding
Idea: every incoming packet is sent out on every 
outgoing line except the one it arrived on
Adv: flooding always chooses shortest path, no other 
algorithm has shorter delay
Disadv: generates lots of duplicates
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Flooding

Methods to damper this effect
Header of each packet has hop counter that is decremented at 
each hop; packet discarded when counter reaches 0
Source router puts sequence number in each packet it 
receives from its hosts

− Each router has list for each source router telling which sequence 
numbers originating at that source have already been seen

− Each list augmented with counter k, meaning all sequence numbers up 
through k have been seen

− If packet is duplicate, router discards it 88, 90, 92A

k
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Distance Vector Routing

Also called Bellman-Ford or Ford-Fulkerson. Used in ARPANET
Idea: each router maintains a table (a vector), giving best known 
distance to each destination and which line to use to get there

Table is updated by exchanging info with neighbors
Table contains one entry for each router in network with

− Preferred outgoing line to that destination
− Estimate of time or distance to that destination

Once every T msec, router sends to each neighbor a list of estimated delays 
to each destination and receives same from those neighbors
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Distance Vector Routing

d(A,X)

d(A,Y)A

X Z

d(Y,Z)

d(X,Z)

At router A, for Z
Compute d(A,X) + d(X,Z) and 
d(A,Y) + d(Y,Z), take minimum

Y
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Distance Vector Routing

Delay A to B 12ms, to C 25ms, to D 
40ms, to G 18ms
Delay J to A 8ms, to I 10ms, to H 12ms, 
to K 6ms
Delay J to A to G 8+18 = 26ms

to I to G 10+31 = 41ms
to H to G 12+6=18ms
to K to G 6+31=37ms
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Problems in Distance Vector Routing
Delay metric in ARPANET was queue length, did not 
consider bandwidth of lines
Takes too long to converge upon router failure (count to 
infinity problem)


