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Review of lecture 11
Today’s topics

Routing (part 2)
Congestion control
Quality of service
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Routing Algorithms
The Optimality Principle
Shortest Path Routing
Flooding
Distance Vector Routing
Link State Routing
Hierarchical Routing
Broadcast Routing
Multicast Routing
Routing for Mobile Hosts
Routing in Ad Hoc Networks
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Distance Vector Routing
Also called Bellman-Ford or Ford-Fulkerson. Used in 
ARPANET
Idea: each router maintains a table (a vector), giving best 
known distance to each destination and which line to use to get 
there

Table is updated by exchanging info with neighbors
Table contains one entry for each router in network with

− Preferred outgoing line to that destination
− Estimate of time or distance to that destination

Once every T msec, router sends to each neighbor a list of estimated 
delays to each destination and receives same from those neighbors
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Link State Routing –
Used in Internet

Idea: Each router must do the following:
Discover its neighbors, learn their network address
Measure the delay or cost to each of its neighbors
Construct a packet telling all it has just learned
Send this packet to all other routers
Compute the shortest path to every other router
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Learning about the Neighbors
When router is booted, sends “Hello” packet on each of its links
Router at other end replies with its unique name
One LAN might connects to multiple routers, in which case, the 
LAN is treated as a node
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Measuring Line Cost
Router sends “echo” packet
Router at other end sends it back immediately
Divide round trip by 2 to get one-way delay
To take load into account, start timing when 
packet enters back of queue
To ignore load, start timing when packet leaves 
front of queue
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Building Link State Packets
Packets contain identity of sender, sequence number, 
age, list of neighbors and delay to that neighbor
When are link state packets constructed?

Periodically at regular intervals
When link or nodes goes down or comes back

A subnet The link state packets for this subnet
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Distributing the Link State Packets
Goal – all routers have same version of topology
Use flooding – source identifiers and sequence 
numbers to recognize and discard duplicates
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Distributing the Link State Packets

Problems
Finite range of sequence numbers, so must recycle them. Can 
result in different messages with same sequence number

− Use 32-bit sequence numbers to avoid this problem
Router crashes and restarts with sequence number 0. Can 
result in different messages with same sequence number 

− Use router incarnation numbers to avoid this problem
Sequence number may be corrupted

Solution – include age of packet in its header and 
decrement it once per second; a packet is discarded 
when age hits 0
Also use ACKS for link state packets for reliability
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Distributing the 
Link State Packets

Router B’s data structure
Link state packet from A forwarded to C, F; acked to A
Link state packet from E arrived twice, via EAB and EFB; 
forwarded to C, acked to A, F
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Hierarchical Routing
As network size increases, more router memory used to 
store routing table, more time to process routing tables, 
more bandwidth to transmit states reports
Use hierarchical structure similar to telephone network

Regions: router knows details of how to route packets within 
its region, does not know internals of other regions
Clusters of regions, zones of clusters, groups of zones
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Hierarchical Routing
Tradeoff: savings in memory space may result in longer path. 
Usually, increase in mean path length not significant
Optimal number of levels for N routers is lnN, with elnN routing 
table entries per router
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Possible Strategies for Broadcast Routing

Source sends separate copy of packet to all 
destinations
Flooding
Multi-destination routing

Each packet contains either list of destinations, or bit map 
of desired destinations
When packet arrives at router, router determines set of 
output lines that are best routes to the destinations
Router generates new copy of packet for each of these 
output lines
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Possible Strategies for Broadcast Routing

Spanning tree – the sink tree (no loops) rooted 
at source that includes all routers

If each router knows which of its lines belong to the 
spanning tree, it can copy an incoming broadcast 
packet onto all the spanning tree lines except the one 
it arrived on
This method makes excellent use of bandwidth, 
generating the absolute min number of packets 
necessary to do the job
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Possible Strategies for Broadcast Routing

Router forwards copies of packet on all lines 
except line on which it arrived, using reverse 
path forwarding

Idea: if router gets packet on optimal (reverse) path 
to root, then it forwards the packet
Reasonably efficient, easy to implement
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Reverse Path Forwarding
1
2
3
4
5

A subnet A Sink tree The tree built by 
reverse path forwardingHop 1: I sends packets to F, H, J, N; 

each arrives on preferred path to I
Hop 2: F sends packets to A,D; H to E,K; J to G,O; N to M,O

All are previously unvisited routers; All but E,K,O arrive on preferred path
Hop3: A sends packet to E; D to C,G; G to D; O to N; M to K

Only E,C,K arrive on preferred path
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Multicast Routing
Multicast to groups of hosts

Router must know which hosts are in which 
groups, compute spanning trees
When process sends multicast packet to group, 
router examines its spanning tree and prunes it by 
removing all lines that do not lead to hosts in the 
group
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Multicast Routing - Pruning
With link state routing, start at end of path and work 
toward root. Remove all routers that do not belong to 
group
With distance vector routing (use reverse path 
forwarding)

When router with no hosts in group and no connection to 
other routers, and receives multicast packet for group, it 
sends PRUNE message to sender telling it not to send any 
more multicasts for group
When router with no hosts in group has received PRUNE  
messages on all its line, it also sends PRUNE message
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Multicast Routing

A network A spanning tree for the leftmost router

A multicast tree for group 1 A multicast tree for group 2
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Routing for Mobile Hosts
To route a packet to a mobile host, first must find mobile
Mobile have home location – permanent home address
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Routing for Mobile Hosts
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Routing in Ad Hoc Networks
Possibilities when the routers are mobile:

Military vehicles on battlefield.

− No infrastructure.
A fleet of ships at sea

− All moving all the time

Emergency works at earthquake
− The infrastructure destroyed.

A gathering of people with notebook computers
− In an area lacking 802.11

Also called MANETs (Mobile Ad hoc NETworks)
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AODV
AODV – Ad hoc On-demand Distance Vector

A distant relative of the Bellman-Ford distance vector algorithm adapted to 
work in a mobile environment
It determines a route to some destination only when somebody wants to send a 
packet to that destination

AODV algorithm
Maintains a table at each node, keyed by destination, giving info about that 
destination, including which neighbor to send packets to
If a node looks in its table and does not find an entry for the destination node. 
It now has to discover a route to the destination – on demand

Critical difference between AODV and Bellman-Ford: nodes do not send 
out periodic broadcasts containing their entire routing table – saves both 
bandwidth and battery life
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Route Discovery

After B and D have 
received A's broadcast

After C, F, and G have 
received A's broadcast

After E, H, and I have 
received A's broadcast

Route Discovery
ROUTE REQUEST Packet format

Source and destination address – typically IP addresses
Request ID – local counter maintained by each node, incremented each 
time a ROUTE REQUEST is broadcast

− Allow nodes to discard any duplicates they may receive
Source sequence # - requester’s sequence number, incremented whenever 
a ROUTE REQUEST  is sent
Destination sequence # - most recent value of destination’s sequence 
number that the source has seen
Hop count – keep track of how many hops the packet has made

ROUTE REQUEST

ROUTE REPLY
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Route Discovery
When a ROUTE REQUEST packet arrives at a node, it is 
processed in the following steps
1. The (source address, request ID) pair is looked up to see if the packet is a 

duplicate. Enter it to history table if not duplicate. Discard it if duplicate
2. The receiver looks up destination in its route table. 

− If a fresh route is known, a ROUTE REPLY  packet is sent. Fresh means 
destination seq # stored in routing table >= that in the ROUTE REQUEST 
packet

− Otherwise, execute step 3
3. The receiver increments hop count field and rebroadcasts the ROUTE 

REQUEST packet
− It also extracts the data from the packet and stores it as a new entry in its 

reverse route table. This info will be used to construct reverse route so that 
the reply can get back to the source later
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Route Discovery

When a ROUTE REPLY packet arrives at a node, it is 
entered into the local routing table as a route to the 
destination if one or more of the following are met

No route to destination node is known
Sequence number for destination node in REQUEST REPLY 
packet is greater than the value in the routing table
Sequence numbers are equal but the new route is shorter

All nodes on the reverse route learn the route to 
destination node for free, as a byproduct of source’s 
route discovery
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Route Maintenance

To purge routes that no longer work
Periodically, each node broadcasts a Hello message. 
Each of its neighbors is expected to respond to it

18 October 2005 EEC484/584

30

Wenbing Zhao

Congestion
When too much traffic is offered, congestion 
sets in and performance degrades sharply
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Cause of Congestion
Input traffic rate > Capacity of output lines
Slow CPU
Both can lead to packets being queued up
Finite number of buffers at receiver

Packets dropped and retransmitted

What if we have infinite buffer?
It does not help, because each packet has a finite 
lifetime
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Congestion Control and Flow Control

Congestion control is a global issue
Making sure the subnet is able to carry the offered 
traffic

Flow control concerns point-to-point traffic 
between given sender and receiver

Receiver provides feedback to sender so sender does 
not overwhelm it
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Congestion Control

General Principles of Congestion Control
Congestion Prevention Policies
Congestion Control in Virtual-Circuit Subnets
Congestion Control in Datagram Subnets
Load Shedding
Jitter Control
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General Principles of Congestion Control

From control theory, two approaches
Open loop – try to solve problem by good 
design, make sure congestion doesn’t occur
− Decide when to accept new traffic
− Decide when to discard packets and which one
− Do this without considering current state of 

network
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General Principles of Congestion Control
Closed loop – feedback loop

Monitor the system to determine when and where congestion 
occurs

− Num packets dropped, mean queue length, mean packet delay

Pass information to where action can be taken
− Send message back to source but this increases congestion
− Use bit field in packet to indicate threshold exceeded
− Send out probe packets periodically

Adjust system operation to correct the problem. Two options
− Increase resources
− Decrease load
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Congestion Prevention Policies
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Congestion Prevention Policies
Retransmission policy 

how fast sender times out
what it sends when times out 

− All unacked messages, or some of them

Caching policy
Receiver discards out-of-order packet or not

Acknowledgement policy
Immediate acks results in more traffic
Piggybacked acks may result extra timeouts and 
retransmission
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Congestion Prevention Policies
Packet queuing and service policy

Input or output queuing
FIFO or priority based

Discard policy
Drop oldest or newest packet

Routing algorithm
Can spread traffic across network

Packet lifetime management
Discard packet if it’s in network too long

Timeout determination
Difficult because transmission time may not be predictable
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Congestion Control in 
Virtual-Circuit Subnets

Dynamically control congestion
Admission control

− Keep congestion that has started from getting worse 
− When congestion is indicated, do not set up any more VCs until 

problem has resolved itself

Alternative approaches
− Allow new VCs but route them around congested area
− Negotiate agreement between host and network when VC set up

Volume and shape of traffic
QoS
Reserve resources (buffer, space bandwidth, etc.)
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Congestion Control in 
Virtual-Circuit Subnets

A congested subnet A redrawn subnet, eliminates 
congestion and a virtual circuit from A to B
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Congestion Control in Datagram Subnets

Warning bit
Choke packets
Hop-by-hop choke packets
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Warning Bit
Signal the warning state by setting a special bit 
in the packet’s header

When packet arrived at its destination, transport 
entity copied the bit into the next ack sent back to 
the source
The source then cut back on traffic
Every router along the path could set the warning bit, 
traffic increases only when no router is in trouble
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Choke Packets
Tell the source directly to reduce traffic

Each router monitors utilization of each of its output lines
When utilization becomes greater than threshold, output line 
enters warning state
For each newly arriving packet, check if output line in 
warning state
If so, router sends choke packet back to source giving it the 
destination found in the packet
Packet is tagged so does not generate any more choke packets 
and forwarded as usual
When source receives choke packet, it must reduce traffic to 
specific destination

Hop-by-Hop 
Choke Packets
The router that receives a 
choke packet must reduce 
the flow to its downstream 
router

This is achieved by 
allocating more buffer to the 
incoming flow
The router also passes the 
choke packet to its upstream 
router

A choke packet that 
affects only the source

A choke packet 
that affects each 
hop it passes 
through
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Load Shedding
When routers can’t handle packets, they just drop them

Which packets to drop? Depends
− File transfer of data – keep old, drop new
− Real-time audio and video – keep new, drop old

Simulation studies show it’s better to drop packets early than to wait until 
network is congested

RED - Random Early Detection
Having routers drop packets before situation becomes hopeless
Routers maintain a running average of their queue lengths
When average queue length on some line exceeds a threshold, the line is 
said to be congested and action is taken
Just discard selected packet and not report it.
Sender respond to lost packets by slowing down transmission rate
Appropriate for wired networks

18 October 2005 EEC484/584

46

Wenbing Zhao

Jitter Control
Jitter – variation in delay
Router delays or speeds up packet transmission to 
control jitter
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Quality of Service
Requirements
Techniques for achieving good quality of service
Integrated services
Differentiated services
Label switching and MPLS
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Requirements
How stringent the quality-of-service requirements are
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Techniques for Achieving Good QoS
Overprovisioning

Provide enough router capacity, buffer space and bandwidth

Buffering
Traffic shaping

Leaky bucket algorithm
Token bucket algorithm

Resource reservation
Reserve enough bandwidth, buffer space and CPU cycles

Admission control
Proportional routing

Divide traffic equally or in proportion to the capacity of outgoing links

Packet scheduling
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Buffering
Smoothing the output stream by buffering 
packets
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Traffic Shaping and Policing
Traffic shaping

Managing congestion by
− Reducing burstiness of the traffic
− Forcing packets to be sent at a more predictable uniform rate

Leaky bucket algorithm
Token bucket algorithm

Traffic policing
Monitoring traffic flow after the shape of the traffic has been 
agreed upon
Easier with virtual circuits than with datagrams

The Leaky Bucket Algorithm
No matter what rate water enters the bucket, water flows out 
of the bucket at constant rate ρ (provided bucket is not empty)

When bucket is full, water slops over sides and is lost
Analogous to finite queue in network switch
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The Token Bucket Algorithm
The bucket hosts tokens in 
stead of data packets
A token represents a packet or 
k bytes
Tokens are added into the 
bucket with a constant rate
Bucket has certain capacity. 
If bucket is full, new tokens 
are thrown away
A data packet can be 
transmitted only if enough 
tokens present in bucket
Token bucket algorithm 
allows some burstiness
because a full bucket of 
tokens saved can be used all 
at once
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The Token Bucket Algorithm
Calculation of the length (S) of max burst rate

Token bucket capacity C bytes, token arrival rate r
bytes/sec, max output rate M bytes/sec
Output burst can contain up to C+ρS bytes
Number of bytes in a max-speed burst of length S
sec is MS
Hence, we have C+ρS = MS
S = C/(M – ρ)
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Traffic 
Shapes Input to a 

leaky bucket

Output from a leaky bucket

Output from a token bucket 
with capacities of 250 KB

Output from a token bucket 
with capacities of 500 KB

Output from a token bucket 
with capacities of 750 KB

Output from a 500KB token bucket 
feeding a 10-MB/sec leaky bucket
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Admission Control
When a well-shaped flow is offered to a router, it has 
to decide based on its capacity and how many 
commitments it has made for other flows, whether to 
admit or reject the flow
Flow must be described accurately in terms of 
specific parameters that can be negotiated

An example of flow specification
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Packet Scheduling
If a router is handling multiple flows, one flow might hog 
too much of its capacity and starve all the other flows

Keep separate output queue for each source
Router takes first packet in each queue on round-robin basis

Assigned clock tick number
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Integrated Services for Streaming Multimedia

Flow-based algorithms
Aimed at unicast and multicast applications

Unicast example: on-demand video streaming
Multicast example: Digital TV stations broadcasting 
programs

− RSVP-The ReSerVation Protocol
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RSVP-The ReSerVation Protocol
Multiple senders transmit to multiple receivers
Individual receivers can switch channels
Optimizes bandwidth while eliminating 
congestion
Use multicast routing and spanning trees

Sender puts group address in its packets
Standard multicast routing algorithm used to build 
spanning tree

18 October 2005 EEC484/584

60

Wenbing Zhao

RSVP-The ReSerVation Protocol

A network
The multicast spanning 

tree for host 1
the multicast spanning 

tree for host 2
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RSVP-The ReSerVation Protocol
To get better reception and eliminate congestion

Any of receivers in multicast group can send 
reservation message up the tree to the sender
Messages propagated using reverse path forwarding
At each hop, router notes reservation  and reserves 
necessary bandwidth

− If insufficient bandwidth, reports failure

When message gets back to source, bandwidth is 
reserved from sender to receiver along spanning tree
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RSVP-The ReSerVation Protocol

Host 3 requests a 
channel to host 1

Host 3 then requests a 
second channel, to host 2

Host 5 requests a 
channel to host 1
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Differentiated Services
Motivation

Flow-based algorithms 
− require an advance setup to establish each flow
− Maintain internal per-flow state in routers
− Changes required to router code are substantial and involve complex 

router-router exchanges for setting up the flows
Go for a simpler approach – class-based QoS

− Differentiated services can be offered by a set of routers forming an 
administrative domain

− Customers can sign up for the DS. Packets would carry a type of service 
field sent by such customers

DS services
Expedited forwarding
Assured forwarding
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Expedited Forwarding
Expedited packets experience a traffic-free 
network
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Assured Forwarding
Basic steps

Classify packets into one of four priority classes
Mark packets according to their class, using a header field
Pass packets through a shaper/dropper filter

− May delay or drop some of them to shape the four streams into acceptable 
forms, e.g., using leaky or taken buckets

A possible implementation of the data flow for assured 
forwarding

Label Switching and MPLS
Alternative to integrated and differentiated services
Adding a label in front of each packet and doing the routing 
based on the label rather than on the destination address

Making the label an index into an internal table makes finding correct 
output line becomes just a matter of table lookup
Very close to virtual circuits
MPLS – MultiProtocol Label Switching
Labels have to be remapped at every hop


