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Outline

Review
Elementary Data Link Protocols
Sliding Window Protocols

Data link layer
Protocol verification
Example data link layer protocols
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Data Link Protocols
An Unrestricted Simplex Protocol
A Simplex Stop-and-Wait Protocol
A Simplex Protocol for a Noisy Channel
A One-Bit Sliding Window Protocol
A Protocol Using Go Back n
A Protocol Using Selective Repeat
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A Simplex Protocol for a Noisy Channel

Receiver sends ack if receives uncorrupted frame, 
discards frame if damaged
Sender sends frame again if doesn’t receive ack before 
timeout
To avoid delivering duplicate packets to NL, need to 
use sequence number (1-bit seq number is used)
Acks also need to be matched against frames
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Simplex Protocol for Noisy Channel

22 September 2005 EEC484/584

6

Wenbing Zhao

A Simplex Protocol for a Noisy Channel



4

22 September 2005 EEC484/584

7

Wenbing Zhao

Sliding Window Protocols

Sending window – list of consecutive sequence 
numbers of frames that sender is permitted to send

When new packet arrives from NL, it is given next highest 
sequence number, and upper edge of window is incremented
When ack arrives from receiver, lower edge of window is 
incremented
Within sending window, frame sent but not acked

− Sender must keep those frames for possible retransmission
− If max window size = w, need w buffers
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Sliding Window Protocols

Receiving window – list of consecutive 
sequence numbers of frames that receiver is 
permitted to accept

When frame with (seq num = lower edge of window) 
arrives

− Frame is passed to NL
− Ack is generated
− Window slid down by 1 (remains same size as was 

initially)
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Sliding Window Protocols
A sliding window of size 1, with a 3-bit sequence number

(a) Initially (b) After first 
frame sent

(c) After first 
frame received

(d) After first 
ack received
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Pipelining and Error Recovery

Go back n: Effect of an error when receiver’s window size is 1

Selective repeat: Effect of an error when receiver’s win. size is large
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Selective Repeat

Receiver (rather than sender as in Go Back n) accepts 
and buffers frames following lost or damaged frame
Both sender and receiver maintain windows

Sender’s window starts at 0, grows to MAX SEQ
Receiver’s window fixed at MAX SEQ

Receiver has buffer reserved for each seq num in its 
window
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Selective Repeat
When frame arrives, receiver checks if seq
num in window

If so and if not already received, frame is accepted 
and stored
If all lower numbered frames delivered to NL, 
frame is delivered to NL

Problem: non-sequential receive
New range of valid sequence numbers for receiver 
can overlap old range
Overlap can contain duplicates
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Problem for Non-Sequential Receive

Scenarios: n = 3-bit seq num (8 possible 
numbers, 0 through 7, back to 0)

Sender sends 0,1,2,3,4,5,6
Receiver 

− Receives 0,1,2,3,4,5,6
− Sends ack but ack gets lost
− Expects to receive 7,0,1,2,3,4,5

Sender times out, retransmits 0,1,2,3,4,5,6
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Problem for Non-Sequential Receive

Receiver checks 0 is in new window, thinks new 0 
because sent ack for old 6, waits for 7
Sender receives ack for 0-6, sends 7
Receiver receives 7, delivers 7 and old 0 (as new 0 !)
Solution: 

− make sure no overlap when receiver advances its window
− Make window size w =1/2 range of seq numbers
− Note: number buffers at receiver needs = w
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Problem for Non-Sequential Receive

(a) Initial situation with a window size seven.
(b) After seven frames sent and received, but not acknowledged.
(c) Initial situation with a window size of four.
(d) After four frames sent and received, but not acknowledged.
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Selective Repeat

If no reverse traffic before timer goes off, 
separate ack frame is sent
Interrupt due to timer is ack_timedout event

Solves problem of traffic in one direction only and 
blocking of Go Back n
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Selective Repeat

Further enhancements
When receiver suspects error, sends NAK back to 
sender (request for retransmission)
Two circumstances that trigger NAK

− Damaged frame arrives
− Frame other than expected one arrives, suspect expected 

one is lost

Receiver sends only one NAK for frame expected
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Continued 

Selective Repeat
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Selective Repeat

Continued 

Continued 

Selective Repeat
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Continued 

Selective Repeat
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Selective Repeat

Continued 
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Selective Repeat
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Protocol Verification

Finite state machine models
Petri net models
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Finite State Machine Models

Protocol machine – sender or receiver
Always in a specific state at every instant of time
State consists of all values of its variables, including program
counter
The number of states is 2n, where n is the number of bits 
needed to represent all variables combined

States for a protocol machine are chosen to be those 
instants that the protocol machine is waiting for the 
next event to happen

E.g., waiting for frame 0 and waiting for frame 1
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Finite State Machine Models

State of the channel is determined by its contents
E.g., for protocol 3, the channel states are: 0 frame, 1 frame, 
ack in transit, and empty

State of the complete system is the combination of all 
the states of protocol machines and the channel
For protocol 3, the sender and receiver each has 2 states, 
and the channel has 4 states 

=> The system has a total of 16 distinct states
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Finite State Machine Models

State transitions – occurs when some event 
happens
The state transition of a protocol machine can be 
triggered by the following events

A frame arrives, a timer expires, an interrupt occurs
The state transition of the channel can be 
triggered by

Insertion of a new frame, delivery of a frame to a 
protocol machine, or loss of a frame due to noise
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Finite State Machine Models

Initial state – corresponds to the description of 
the system when it starts running, or at some 
convenient starting place shortly thereafter
Reachability analysis – determine which states 
are reachable and which are not from the initial 
state, using techniques from graph theory
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Finite State Machine Models
Formally, a finite state machine model of a protocol 
can be regarded as a quadruple (S,M,I,T)

S – the set of states the processes and channel can be in
M – the set of frames that can be exchanged over the channel
I – the set of initial states of the processes
T – the set of transitions between states
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Finite State Machine Models

Reachability analysis can be used to detect a 
variety of errors in the protocol specification

Incompleteness – FSM does not say what action to 
take for a frame that occurs in a state
Deadlock – there exists a set of states from which no 
exit can be made and from which no progress can be 
made
Extraneous transition – specify how to handle an 
event in a state in which the event cannot occur
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Each state is labeled by SRC
S – frame the sender is trying to send: 0, 1
R – frame the receiver expects: 0, 1
C – state of the channel: 0, 1, A, - (empty)
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Finite State Machine Models

During normal operation, transitions 1, 2, 3, and 4 are 
repeated in order

In each cycle, 2 packets are delivered

If the channel loses from 0, it makes a transition from 
state (000) to state (00-)

When the sender times out (transition 7), the system moves 
back (000)

If the channel loses an ack, it requires two transition 7 
and 5, or 8 and 6, to repair the damage
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Finite State Machine Models

Protocol correctness:
For a 1-bit seq number, the receiver never delivers two odd 
packets without an intervening even packet, and vice versa 

− => there must not exist any paths from the initial state on which two 
occurrences of transition 1 occur without an occurrence of transition 3 
between them, and vice versa

There not exist any paths on which the sender changes state 
twice while the receiver state remains constant

− => if it occurs, the packet sequence delivered would have an 
undetected gap of two packets in it
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Finite State Machine Models

Protocol correctness
Absence of deadlocks. A deadlock is characterized 
by the existence of a subset of states that is 
reachable from the initial state and that has 2 
properties

− There is no transition out of the subset
− There are no transitions in the subset that cause forward 

progress
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Petri Net Models

A Petri net has four basic elements
Places – represents a state which (part of) the system may 
be in
Transitions – indicated by a horizontal or vertical bar
Arcs – each transition has 

− zero or more input arcs coming from its input places, 
− and zero or more output arcs, going to its output places

Tokens – indicate the system current state, i.e., the current 
state of the Petri net is an unordered collections of places 
that hold tokens
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Petri Net Models
Token and state transition

A transition is enabled if there is at least one input 
token in each of its input places. 
Any enabled transition may fire at will, removing 
one token from each input place and depositing a 
token in each output place
If the number of input arcs and output arcs differs, 
tokens will not be conserved
If two or more transitions are enabled, any one of 
them may fire. The choice of a transition to fire is 
indeterminate
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Petri Net Models

No composite state
Sender’s state, receiver’s state and channel state are 
separate
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Petri Net Models - Example
Transitions 1 and 2 – transmission of frame 0 by sender, 
normally, and on a timeout respectively
Transitions 3 and 4 – analogous for frame 1
Transitions 5,6,7 – loss of frame 0, ack, frame 1
Transitions 8,9 – when a data frame with wrong 
sequence number arrives at the receiver
Transitions 10,11 – arrival at the receiver of the next 
frame in sequence and its delivery to the network layer
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Petri Net Models - Example
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Petri Net Models
Petri nets can be represented in convenient algebraic form 
resembling a grammar. Each transition contributes one rule to 
the grammar

1. BD -> AC
2. A -> A
3. AD -> BE
4. B -> B
5. C ->
6. D ->
7. E ->
8. CF -> DF
9. EG -> DG
10. CG -> DF
11. EF -> DG
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Example Data Link Protocols

HDLC – high level data link control
Data link layer in the Internet
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High-Level Data Link Control
A group of closely related protocols. All derived 
from 

SDLC (Synchronous Data Link Control) protocol used in 
IBM mainframe

ADCCP – advanced data communication control 
procedure (ANSI)
HDLC – high-level data link control (ISO)
LAP – link access procedure (CCITT), as part of 
X.25 network interface standard
All are bit oriented, using bit-stuffing
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HDLC Frame Structure

Address – used to identify one of the terminals on lines with 
multiple terminals, or used to distinguish commands from 
responses
Control – used for sequence numbers, acks, and other purposes
Data – may contain any info. May be arbitrarily long
Checksum – cyclic redundancy code
Flag – 01111110
Types of frames: information, supervisory, unnumbered
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HDLC Information Frame

Uses a sliding window with a 3-bit sequence number
Seq – sequence number
Next – piggybacked ack
P/F – Poll/Final. 

− Used when a computer is polling a group of terminals
P – computer is inviting the terminal to send data
F – final frame sent by a terminal is set to F

− Also used to force the other machine to send a supervisory frame
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HDLC Supervisory Frame 

Type 0: RECEIVE READY (ack) frame
− Used when there is no reverse traffic to use for piggybacking

Type 1: REJECT (negative ack) frame
Sender is required to retransmit all outstanding frames starting at next, 
similar to go-back-n protocol

Type 2: RECEIVE NOT READY frame
Ack and tells sender to stop sending due to receiver’s problem

Type 3: SELECTIVE REJECT frame
Calls for retransmission of only the frame specified, similar to
selective-repeat protocol
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HDLC Unnumbered Frame

Sometimes used for control purposes
Can also carry data for unreliable connectionless 
service 
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High-Level Data Link Control

All protocols provide the following commands
DISC (DISConnect) - Allow a machine to announce that it is 
going down
SNRM (Set Normal Response Mode) – allows a machine that 
has just come back on-oline to announce its presence and 
force all the sequence numbers back to zero
FRMR (FRaMe Reject) – used to indicate that a frame with a 
correct checksum but impossible semantics arrived

All control frames are acked using a special control 
frame, UA (Unnumbered Acknowledgement) 
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The Data Link Layer in the Internet

Point-to-point lines
Leased lines between routers
Home connection to Internet (dial-up host to router 
connection)
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The Data Link Layer in the Internet

PPP - Point-to-point protocol, provides three 
features

A framing method (using byte stuffing). The frame 
format also handles error detection
LCP (link control protocol) – for bringing lines up, 
testing them, negotiating options and bringing them 
down again
NCP (network control protocol) – to negotiate 
network-layer options in a way that is independent 
of the network layer protocol to be used
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The Data Link Layer in the Internet
A home personal computer acting as an Internet host
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PPP – Point to Point Protocol

Frame format – resembles the HDLC frame format
Major difference – byte stuffing, character oriented
Does not provide reliable transmission using sequence 
numbers and acks as the default

− Connection oriented service might not guarantee reliability!

22 September 2005 EEC484/584

52

Wenbing Zhao

PPP Frame Format

Numbered mode can be used in noisy environments
Address and control fields are always constant by 
default. 
Protocol field – tell what kind of packet is in the 
payload field. Potential protocols: LCP, NCP, IP, 
IPX, AppleTalk, etc.
Payload field – variable length, up to some 
negotiated max. Default size 1500 bytes
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PPP – Point to Point Protocol
A simplified phase diagram for bring a line up and down
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PPP – Point to Point Protocol
The LCP frame types


