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Homework #1
Review

Protocol verification
Example data link layer protocols

The Medium Access Control Sublayer
The Channel allocation problem
Multiple access protocols
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Homework #1

Two reasons for using layered protocols
Breaking up the design problem into smaller, more 
manageable pieces
Layering means that protocols can be changed 
without affecting higher or lower ones

28 September 2005 EEC484/584

4

Wenbing Zhao

Homework #1
Principal difference between connectionless 
communication and connection-oriented 
communication

Connection-oriented communication has three phases. In the 
establishment phase a request is made to set up a connection. 
Only after this phase has been successfully completed can the 
data transfer phase be started and data transported. Then 
comes the release phase. Connectionless communication does 
not have these phases. It just sends the data.
Pitfalls

− Connection-oriented communication is reliable – WRONG!
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Homework #1

What is Nyquist theorem? Is the Nyquist theorem true 
for optical fiber, or only for copper wire?

For noiseless channels, if an arbitrary signal is running 
through a low-pass filter of bandwdith H, then the filtered 
signal can be completely reconstructured by making 2H 
samples per second
Max data rate = 2H log2V bits/sec, where signal consists of v 
discrete lines
Nyquist theorem is a property of mathematics and has 
nothing to do with technology. It is true for BOTH optical 
and copper wire
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Homework #1

A modem constellation diagram has data points 
at the following coordinates: (1,1), (1,-1), (-1,1) 
and (-1,-1). How many bps can a modem with 
these parameters achieve at 1200 baud

Baud rate = number of samples per second
4 discrete lines per sample => 2 bits info per sample
Bit rate = 2*1200 = 2400 bps
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Homework #1
A CDMA receiver gets the following chips: 
(-1 +1 -3 +1 -1 -3 +1 +1), and the chip sequence assignment for each station
A: -1 -1 -1 +1 +1 -1 +1 +1
B: -1 -1 +1 -1 +1 +1 +1 -1
C: -1 +1 -1 +1 +1 +1 -1 -1
D: -1 +1 -1 -1 -1 -1 +1 -1
which stations transmitted, and which bits did each one send?

The result is that A and D sent 1 bits, B sent a 0 bit, and C was silent
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Finite State Machine Models

Each state is labeled by SRC
S – frame the sender is trying to send: 0, 1
R – frame the receiver expects: 0, 1
C – state of the channel: 0, 1, A, - (empty)
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Petri Net Models - Example
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High-Level Data Link Control

Frame structure
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PPP – Point to Point Protocol

Frame format – resembles the HDLC frame format
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Medium Access Control Sublayer

Broadcast (multiaccess or random access ) 
channels
Key issue: who gets to use the channel
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The Channel Allocation Problem

Static Channel Allocation
Dynamic Channel Allocation
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Static Channel Allocation
FDM or TDM
Problem: wasted bandwidth if user does not use his/her 
frequency band or timeslot
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Static Channel Allocation
Let 

T = mean time delay
C = channel capacity in bps
λ = arrival rate in frames/sec
1/μ = mean frame length in bits/frame

T = 1/(μC – λ) from queueing theory
C = 100Mbps, 1/μ = 10,000bits, λ = 5000 frames/sec
T = 200 μsec
If no queueing delay, transmission time over 100Mbps line is 
100 μsec
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Static Channel Allocation

Now lets see what delay we are going to have if  
we divide the single channel into N independent 
subchannels

Each subchannel has capacity C/N bps
Mean input rate λ/N
TFDM = 1/(μ C/N – λ/N) = N/(μC – l) = NT
Mean delay is N times worse than that for 1 
queue!
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Dynamic Channel Allocation
Five key assumptions

Station Model
− N independent stations (also called terminals)
− Probability of a frame being generated in an 

interval Δt is λΔt (arrival rate λ constant)
− Once a frame has been generated, the station is blocked 

until the frame is transmitted successfully
Single Channel shared by all stations
Collision – event when two frames transmitted 
simultaneously and the resulting signal is garbled

− All stations can detect collisions
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Dynamic Channel Allocation

Five key assumptions 
Frame transmission time

− Continuous Time – can begin at any instant
− Slotted Time – always begin at the start of a slot

Carrier sense or not
− Carrier sense – stations can tell if the channel is busy. Do 

not send if channel is busy
− No carrier sense – just go ahead and send
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Multiple Access Protocols
ALOHA
Carrier Sense Multiple Access Protocols
Collision-Free Protocols
Limited-Contention Protocols
Wavelength Division Multiple Access Protocols
Wireless LAN Protocols
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Pure ALOHA

Basic idea:
Let users transmit whenever they have data to send
If frame destroyed (happens even if one bit overlap), 
sender waits random amount of time, sends again
User does not listen before transmitting
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Pure ALOHA

Question: what fraction of transmitted frames escape 
collisions?
Let frame time = amount of time to transmit frame 

= frame length / bit rate

28 September 2005 EEC484/584

22

Wenbing Zhao

Pure ALOHA

To simplify analysis, assume infinite population of 
users, generate new frames according to a Poisson 
distribution with mean N frames per frame time

If N > 1, more frames generated than channel can handle
− Nearly every frame involved in collision

For reasonable throughput, want 0 < N < 1
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Pure ALOHA

Assume probability of k transmission attempt, old and 
new frames also Poisson, with mean G attempts per 
frame time Pr[k] = Gk e-G/k!

Probability of 0 frame (per frame time) is e-G

Throughput S = GP0
G – offered load
P0 – probability of a transmission succeeding
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Pure ALOHA

A frame will not undergo collision if no other 
frame sent during the vulnerable time

Vulnerable time: 2 frame time
In an interval two frame times long, the mean 
number of frames generated is 2G => P0 = e-2G

S = GP0 = G e-2G, max occurs when G=0.5, 
S = 0.184
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Pure ALOHA

Vulnerable period for the shaded frame
2 frame time
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Pure ALOHA
Throughput versus offered traffic for ALOHA 
systems
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Slotted ALOHA

Idea: divide time into intervals, each interval 
corresponds to one frame

Station is not permitted to send whenever a frame is 
ready, but must wait for beginning of next slot
Vulnerable period is halved

− Probability of no collision in time slot = e-G

− Throughput S = G e-G

− Max occurs when G = 1, S = 2*0.184
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Slotted ALOHA
Operating at higher values of G reduces 
number of empty slots, increases number of 
collisions exponentially
Probability of no collision = e-G, 
probability of collision = 1 – e-G

Probability of transmission requiring exactly k
attempts, i.e., k-1 collisions followed by 1 
success: Pk = e-G(1- e-G)k-1
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Slotted ALOHA

Expected number of transmissions (original + 
retrans)

Small increases in channel load G can drastically 
reduce performance

1

1 1
(1 )G G k G

k
k k

E kP ke e e
∞ ∞

− − −

= =

= = − =∑ ∑

28 September 2005 EEC484/584

30

Wenbing Zhao

Carrier Sense Multiple Access
When station has data to send, listens to channel to see 
if anyone else is transmitting
If channel is idle, station transmits a frame
Else station waits for it to become idle
If collisions occurs, station waits random amount of 
time, tries again
Also called 1-persistent CSMA

With probability 1 station will transmit if channel is idle
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Carrier Sense Multiple Access

This does not solve all the problems
After a station starts sending, it takes a while before 
second station receives first station’s signal

Second station might start sending before it knows that 
another station has already been transmitting. If this happens, 
collision results

If two stations become ready while third station 
transmitting

Both wait until transmission ends and start transmitting, 
collision results
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p-persistent CSMA

Applicable for slotted channels
When ready to send, station senses the channel

If channel idle, station transmits with probability p, 
defers to next slot with probability q = 1-p
Else (if channel is busy) station waits until next slot 
tries again
If next slot idle, station transmits with probability p, 
defers with probability q = 1-p
…
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Non-Persistent CSMA

Before sending, station senses the channel
If channel is idle, station begins sending
Else station does not continuously sense, waits 
random amount of time, tries again
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Persistent and Nonpersistent CSMA

Persistent and nonpersistent CSMA 
improves over ALOHA because they ensure 
that no station starts to transmit when senses 
channel is busy
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Persistent and Nonpersistent CSMA

28 September 2005 EEC484/584

36

Wenbing Zhao

CSMA with Collision Detection
If two stations start transmitting simultaneously, both 
detect collision and stop transmitting immediately
Minimum time to detect collision = time for signal to 
propagate
CSMA/CD can be in one of three states: 

Transmission: a station is busy transmitting, it has 
exclusive usage on the channel
Contention: when a transmission finishes, one or more 
stations might want to start transmitting, and compete for 
the channel
Idle: if no station has anything to transmit
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CSMA with Collision Detection
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Minimum Time to Detect Collision

Let the time for a signal to propagate between the two 
farthest stations be τ
For station to be sure it has channel and other stations 
will not interfere, it must wait 2τ without hearing a 
collision (not τ as you might expect)

At t0, station A begins transmitting
At t0+τ-ε, B begins transmitting, just before A’s signal 
arrives
B detects collision and stops
At t0+τ-ε+τ (t0+2τ-ε), A detects collision

A B
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CSMA with Collision Detection

Model contention interval as slotted ALOHA 
with slot width = 2τ

τ = 5 μsec on 1km cable

Note: collision detection is analog process, 
signal encoding must allow collision detection
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Collision-Free Protocols

For long, high-bandwidth fiber optic networks, 
large transmission delay τ, short frames, 
collisions are a problem => collision-free 
protocols are more desirable
Assumption: N stations with addresses 0,…,N-1
Bit map protocol
Binary countdown
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Bit-Map Protocol

The basic bit-map protocol (reservation based)
If station k has frame to send, transmits 1 in kth

slot, announcing that it has a frame to send
Stations then transmit in numerical order
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Bit-Map Protocol
Time to wait before transmitting: 

For low-numbered stations => 1.5N
− On average, the station will have to wait N/2 slots for the 

current scan to finish
− Another full N slots for the following scan to run to 

completion

For high-numbered stations => 0.5N
− Only needs to wait N/2 slots for the current scan to finish 

Mean for all stations is N slots
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Bit-Map Protocol

Channel efficiency:
Low load

− Overhead per frame: N bits
− If amount of data is d bits, efficiency is d/(N+d)

High load
− Overhead per frame: 1 bit
− If amount of data is d bits, efficiency is d/(1+d)
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The Binary Countdown Protocol
Station having a frame to transmit 
broadcasts its address as binary bit 
string, starting with high-order bit
Bits in given address position from 
different station are Boolean ORed
together
When station sees that high-order bit 
position that is 0 in its address has 
been overwritten with 1, it gives up
Channel efficiency is d/(d+log2N)
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Contention vs. Collision-Free Protocols

Contention protocols
At low load, low delay => preferable
As load increases, overhead increases due to channel 
arbitration

Collision-free protocols
At low load, high delay
As load increases, channel utilization improves
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Limited-Contention Protocols
Asymmetric – different stations have different 
probabilities of acquiring the channel
Idea: divide stations into groups, stations within group 
contend for slot
Assign stations to slots dynamically

When load low, many stations per slot
When load high, few stations per slot

If group has all stations => slotted ALOHA
If group has one station => binary countdown
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Limited-Contention Protocols

Acquisition probability for a symmetric 
contention channel

Each station has a probability p = 1/k 
of transmitting during each slot.
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Adaptive Tree Walk Protocol
At slot 0 (node 1) all of 
stations compete for channel

If one succeeds, fine

If collision, only left subtree
(those under node 2) 
competes in slot 1

If one succeeds, only right 
subtree (those under node 3) 
competes in slot 2
If collision, slot 2 is reserved 
for the left subsubtree (those 
under node 4)
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Adaptive Tree Walk Protocol

Under high load, collision is quite likely if start 
at node0

What is optimal level at which to start?
If q stations ready to transmit are uniformly 
distributed in tree, then expected number of such 
nodes below level 
i = 2-iq
Optimal level when 2-iq = 1, contending node i = 
log2q
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Wavelength Division Multiple 
Access Protocols

For fiber optical LANs
Each station assigned two channels

Narrow channel – control channel so other station can signal 
the station
Wide channel – data channel so the station can transmit data 
frame
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Wavelength Division Multiple 
Access Protocols

Each station has two transmitters and two receivers
A fixed-wavelength receiver for listening to its own control 
channel
A tunable transmitter for sending on other stations’ control 
channels
A fixed-wavelength transmitter for outputting data frames
A tunable receiver for selecting a data transmitter to listen to

All channels synchronized by signal global clock
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Wavelength Division Multiple 
Access Protocols

A first transmits connection request frame on B’s control channel
If B accepts, communication takes place on A’s data channel
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Wavelength Division Multiple 
Access Protocols

Protocol supports three traffic classes
Variable data rate connection-oriented

− A sends B a CONNECTION REQUESTION message on 
B’s control channel

− If B grants the connection, assigns a time slot for A and 
indicates this on the status (S) slot in B’s data channel
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Wavelength Division Multiple 
Access Protocols

Constant data rate connection-oriented
− A sends B a CONNECTION REQUESTION message on 

B’s control channel, msg also contains info such as “is it 
all right if I send you a frame in every occurrence of slot 
3?”

− If B hasn’t committed to slot 3, it grants the connection
Datagram traffic

− A sends B a DATA FOR YOU IN SLOT 3 msg on B’s 
control channel

− If B is free, B will pickup A’s data, otherwise, the data is 
lost



28

28 September 2005 EEC484/584

55

Wenbing Zhao

Wireless LAN Protocols
Infrastructure

Base stations wired by copper/fiber in building
If transmission power of base stations 3-4 meters, 
then each room forms a single cell
Each cell has one channel
Bandwidth 11-54 Mbps (for now)
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Wireless LAN Protocols

Special problems
When receiver within range of two active 
transmitters, resulting signals garbled and useless 
(assume CDMA not used)
Not all stations within range of each other
Walls etc. impact range of each station
What matters is interference at receiver

− Sender needs to know whether there’s activity around the 
receiver
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Hidden Station Problem

A transmits to B, 
C out of range of A, thinks OK to transmit to B
C transmits to B, interference occurs at B
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Exposed Station Problem

B transmits to A
C sense transmission, concludes can’t send to D, 
when it could have
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Multiple Access with Collision Avoidance

Idea:
Sender gets receiver to output short frame
Stations near receiver detect this and avoid 
transmitting themselves
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Multiple Access with Collision Avoidance

MACA protocol
A sends Request to Send (RTS) to B containing 
length of data frame to follow
B replies with Clear to Send (CTS) to A containing 
length in RTS
When A receives CTS, A sends data frame
Collision can occur (for RTS), use exponential 
backoff
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MACA
Any station (e.g., C,E) hearing RTS is close to A, 
must keep quite until B finishes sending CTS
Any station (e.g., D,E) hearing CTS is close to B, 
must keep quite until A finish sending data frame
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MACAW

Extension of MACA
Uses ack frame after each successful data frame
Carrier sense to avoid station’s transmitting RTS 
when nearby station is doing so
Exponential backoff for each data stream rather than 
for each station
Congestion mechanism


